**Lab assignment 2: Social network analysis and modeling**

By Jiamin Ou

In these exercises, you will analyze various social networks and model the diffusion process in a network using the packages in RStudio, such as the *igraph*, *network* and *intergraph*. If you prefer Python, you can use Python to finish all or some of the assignments. You can find these packages in Python with same or similar names. Noted that all the referenced codes provided here are based in R, and tutors for the social network part are not necessarily familiar with Python.

Apart from this, you follow the principles of group work as during the first four labs.

In the following text, explanation is plain text, instructions are underlined, questions to answer are labelled, and R code snippets are written in different font. The number of points available for each questions gives an idea of the expected depth of your answers.

**Note on submission file:**

You will submit the answer in a PDF file via Blackboard before the deadline of 9 April 2023, 23:59. Each group only need to submit a file, with clear indications of your names and student numbers. For most questions, you don’t need to submit the codes. Exceptions are Question 11, 14, 18, 19 and 20, which you should submit the codes along with your answer.

**Installation:**

If you do not already have Rstudio installed, first download and install R: <https://cran.rstudio.com/>; Then download and install RStudio: https://posit.co/download/rstudio-desktop/

**Exercise one: Analyzing an offline and online social networks**

We will start with two social networks from the real world: 1) an offline social network for friendship relations between students in a high school 2) an online social network for Facebook friends.

Download the “Highschool\_network\_att.csv”, “Highschool\_network\_att.csv”, and “Facebook\_network\_att.csv”, “Facebook\_network\_edge.csv” and `Facebook\_edge.csv` from BlackBoard. Import the `.csv` data into `R` and build the networks.

**Build network objects**

#call library

library(igraph)

library(RColorBrewer)

library(visNetwork)

#datainput

highschool\_edge<-read.csv("Highschool\_network\_edge.csv",header=FALSE)

highschool\_att<-read.csv("Highschool\_network\_att.csv",header = TRUE)

facebook\_edge<-read.csv("Facebook\_network\_edge.csv",header=FALSE)

facebook\_att<-read.csv("Facebook\_network\_att.csv",header = TRUE)

#build high school network

highschool\_nodes<-data.frame(name=as.character(highschool\_att$NodeID),

gender=as.character(highschool\_att$Gender),

hall=as.character(highschool\_att$Hall))

highschool\_edges<-data.frame(from=c(as.character(highschool\_edge[,1])),

to=c(as.character(highschool\_edge[,2])))

Highschool<-graph\_from\_data\_frame(highschool\_edges,directed = FALSE,vertices = highschool\_nodes)

co <- components(Highschool)

Highschool <- induced.subgraph(Highschool, which(co$membership == which.max(co$csize))) #use only the largest component for analysis

summary(Highschool)

#build facebook network

facebook\_nodes<-data.frame(name=as.character(facebook\_att$NodeID))

facebook\_edges<-data.frame(from=c(as.character(facebook\_edge[,1])),

to=c(as.character(facebook\_edge[,2])))

Facebook<-graph\_from\_data\_frame(facebook\_edges,directed = FALSE,vertices = facebook\_nodes)

summary(Facebook)

Discuss within your group, what are the meanings of nodes and links in these two networks.

**Node-level centrality measures**

In the lecture, we introduced a few metrics to measure node-level centrality: degree, betweenness, closeness, eigenvector.

Question 1 (3 points):

* Find out the node ID of a) highest degree b) highest betweenness c) highest closeness and d) highest eigenvector in the Highschool network;
* Highlight the above nodes in the Highschool network;
* Explain why these metrics identify the same node or different nodes as the most central one.

#function to calculate centrality metrics

degree(Highschool, mode = "all")

closeness(Highschool, normalized = TRUE)

betweenness(Highschool, directed = FALSE, normalized = TRUE)

eigen\_centrality(Highschool)

#function to visualize the network (with interaction)

set.seed(100)

Highschool\_interactive\_layout<-visNetwork(data.frame(id=V(Highschool)$name), highschool\_edges, main = "Highschool",submain="Can zoom in/out to check the IDs and ties") %>%

visIgraphLayout(layout = "layout\_nicely",smooth = FALSE) %>%

visNodes(shape="circle",label = TRUE) %>%

visOptions(highlightNearest = list(enabled = T, hover = T), nodesIdSelection = T)

Highschool\_interactive\_layout

Question 2 (5 points):

* Study the correlations between a) degree and betweenness, b) degree and closeness, c) degree and eigenvector *for all the nodes* in the Highschool network;
* Study the correlations between a) degree and betweenness, b) degree and closeness, c) degree and eigenvector *for all the nodes* in the Facebook network;
* From the above results, how well do different metrics correlate with each other? Which centrality metric will you use and why?

Please provide *more than just a correlation coefficient* to answer Question 2. You are suggested to study the correlations by developing a scatter plot as below, in which every dot represents a node in the network, with xlab as degree and ylab as closeness.
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**Using network-level measures to explain degrees of separation**

In the lecture, we mentioned the small-world experiment comprised several experiments conducted by Stanley Milgram and other researchers examining the average path length for social networks of people in the United States. The research was groundbreaking in that it suggested that human society is a small-world-type network characterized by short path-lengths. The notion of six degrees of separation later on grew from Malcolm Gladwell’s *The Tipping Point* that states that everyone in the world is at most 6 connections away from everyone else. On top of that, he claimed that

*“Six degrees of separation doesn’t [just] mean that everyone is linked to everyone else in just six steps. It means that a very small number of people are linked to everyone else in a few steps, and the rest of us are linked to the world through those special few.”*

Question 3 (5 points):

* For both the Highschool and Facebook networks, calculate the shortest path lengths between every pair of two nodes. How many percentage of nodes can be reached within 6 path lengths? Does “six degree of separation” apply to each network?
* Study the degree distribution of these two networks, are they similar? Then use degree distribution to explain the degree of separation you answered above.

You can calculate the shortest path lengths between every pair of two nodes using *igraph* package:

distances(

Highschool,

v = V(Highschool),

to = V(Highschool),

mode = c("all", "out", "in"),

weights = NULL) #Shortest path lengths between every pair of two nodes in the network

You can consider to use histogram with percentile to study the shortest path lengths and the degree distribution:

![Chart, histogram
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Description automatically generated](data:image/png;base64,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)

(Note: the vertical reference line shows the values of shortest path length or the degree at certain percentiles.)

**Meso-scale structure**

The above exercises use the distribution of shortest path lengths, and the distribution of degree, to study how well nodes in the network are connected to each other. Another important feature of a network is its meso-scale structure—grouping of nodes based on their distinctive interaction patterns, or, nodes with similar properties are grouped together instead of being treated individually. Discuss within your group, why meso-scale structure is important in our understanding of a network?

Now you will analyze the meso-scale structure of the Highschool network. First, check out the node attributes of Highschool network. You can find 1) the gender and 2) the residential hall of each student. A hypothesis can be formed as: If two students share some common characteristics, such as living in the same residential hall or of the same gender, their chance of being friends are higher.

Test the above hypothesis by the following steps (Question 4, 4 points):

1. Visualize the network and color the nodes by gender and residential hall, respectively.
2. Build 8 subgraphs of the original network according to gender and residential hall: 1 subgraph for female student, 1 subgraph for male student, 1 subgraph for students with unknown gender, and 5 subgraphs for students living in residential hall from 1501 to 1505, respectively.

For example, to build a subgraph of all female students, you should keep all the nodes of female students and the edges between them. Other nodes and edges are removed.

1. Study the edge density of all the subgraph and compare them to the edge density of the original network. What is your conclusion for the hypothesis?

Codes to visualize the network and calculate subgraph density:

## visualize the network by gender###

library(RColorBrewer)

coul <- brewer.pal(length(unique( V(Highschool)$gender)), "Set2")

my\_color <- coul[as.numeric(as.factor(V(Highschool)$gender))]

set.seed(10)

plot(Highschool, vertex.color = my\_color,

vertex.size=5,

layout=layout.fruchterman.reingold(Highschool),vertex.label=NA,

main="Highschool network by gender")

legend("bottomleft", legend=levels(as.factor(V(Highschool)$gender)) ,col = coul , bty = "n", pch=20 , pt.cex = 1.5, cex = 1.5, horiz = FALSE, inset = c(0.1, 0.1))

#introduce subgraph by gender, calculate their edge densities

group <- as.factor(unique(V(Highschool)$gender))

sapply(levels(group), function(x) {

y <- induced\_subgraph(Highschool, which(V(Highschool)$gender==x))

paste0("Density for ", x, " friends is ", edge\_density(y))

})

To better understand the meso-scale structure, we will study community detection algorithm. One important stand of community detection algorithm is based on ***modularity***, which tries to maximize the difference between the actual number of edges in a community and the expected number of edges in the community. However optimizing modularity in a network is NP-hard, therefore have to use heuristics.

Question 5 (4 points):

1. Calculate the modularity of the Highschool network if community is merely identified by a) gender and b) residential hall, respectively.
2. Search the Louvain Community Detection and explain the algorithm in your own words.
3. Use the Louvain Community Detection to identify communities in the Highschool network. Compare the modularity value produced by the Louvain algorithm to those in 1), and explain the reasons for the differences.

Codes to customize community and calculate modularity:

### customize community by gender ###

genderCommunity<-V(Highschool)$gender

genderCommunity<-replace(genderCommunity,genderCommunity=="female",1)

genderCommunity<-replace(genderCommunity,genderCommunity=="male",2)

genderCommunity<-replace(genderCommunity,genderCommunity=="unknown",3)

genderCommunity<-as.numeric(genderCommunity)

gender.clustering <- make\_clusters(Highschool, membership=genderCommunity)

modularity(gender.clustering)

### Louvain algorithm ###

Louv<-cluster\_louvain(graph.object)

modularity(Louv)

**Self-exercise**: we did not cover all the network metrics in the above exercise, such as local and global clustering coefficient, diameter and component. But some of them might appear in the exam. Within your own group, explain to each other the meaning and possible application of other network metrics that are not covered in the above exercise. Check if your understanding are aligned. Reach your tutor if you have unsolved issues.

**Exercise two: Network formation models**

Network relationships come in many shapes and sizes, and so there is no single model which encompasses them all. But over time, people do summarize some common paradigm that can be used to build a synthetic network. In the lecture, we mentioned three major architectures to build a synthetic network, which is Erdos-Renyi Random Graph Model, Small-world Random Graph Model, and Barabasi-Albert (BA) model.

**Erdos-Renyi random network**

If you know how many nodes are in your network, as well as the probability that any two of them are connected (i.i.d and random), you can generate an E-R random graph using sample\_gnp(). In sample\_gnp(n, p, directed = FALSE, loops = FALSE), the graph has ‘n’ vertices and for each edge the probability that it is present in the graph is ‘p’.

If you know the number of nodes and the number of edges, you can use sample\_gnm(). In sample\_gnm(n, m, directed = FALSE, loops = FALSE), the graph has ‘n’ vertices and ‘m’ edges, and the ‘m’ edges are chosen uniformly randomly from the set of all possible edges. This set includes loop edges as well if the loops parameter is TRUE.

Question 6 (3 points):

1. Develop three networks with the same number of vertices (n), but different probability (p); Name them as ER1, ER2, and ER3. Develop the plots of ER1, ER2 and ER3, describe how these three graphs look differently as *p* increase and explain why.
2. For a large *n* (e.g., *n=1000*), study the relation between clustering coefficient of the network and p, and explain the reason for such a relation. (You can use the function of transitivity (graph.object) to calculate clustering coefficient).

**Small-world network**

Next, let’s move on to the small world model (Watts and Strotgatz model). It assumes that you know a certain number of persons (*k*) and that you are more likely to know your closest neighbors. The algorithm though more complicated than the Erdős-Rényi model's. We have 3 parameters. The number of the population (*N*), the number of close neighbors (*k*) and a rewiring probability (*p*).

Because this model generates some conglomerates of people knowing each other, it is really easy to be linked indirectly (and with a very few number of steps) with anyone in the map. This is why we call this kind of model a small world model.

The small-world model is built by introducing a rewiring probability to a regular lattice. Run the following code and discuss with your group mate how the rewiring probability changes the network structure:

Regular<-watts.strogatz.game(dim=1,size=300,nei=6, p=0)

plot(Regular, layout=layout.circle, vertex.label=NA, vertex.size=5, main= "Network with zero rewiring probability ")

SW1<-watts.strogatz.game(dim=1,size=300,nei=6, p=0.001)

plot(SW1, layout=layout.circle, vertex.label=NA, vertex.size=5, main= "Network with 0.001 rewiring probability ")

SW2<-watts.strogatz.game(dim=1,size=300,nei=6, p=0.01)

plot(SW2, layout=layout.circle, vertex.label=NA, vertex.size=5, main= "Network with 0.01 rewiring probability ")

SW3<-watts.strogatz.game(dim=1,size=300,nei=6, p=0.1)

plot(SW3, layout=layout.circle, vertex.label=NA, vertex.size=5, main= "Network with 0.1 rewiring probability ")

Question 7 (2 points):

Check the clustering coefficient and average path length of the Regular, SW1, SW2 and SW3. Describe the trend of clustering coefficient and average path length as *p* increase. Which graph does mimic the desirable attributes of a small world network?

You might realize not every value of *p* can return you a small-world network that you are looking for. Then a question arises as how can one find the range of *p*. In the Figure 2 of [Watts and Strogatz (1998)](https://www-nature-com.proxy.library.uu.nl/articles/30918#Fig1), it explains how can one decide the range of *p* by looking at the dynamics between path length and clustering coefficient.

Question 8 (5 points):

1. Start with a regular network of size=300, nei=6, first reproduce the Figure 2 of [Watts and Strogatz (1998)](https://www-nature-com.proxy.library.uu.nl/articles/30918#Fig1). Then provide the range of p which can turn this regular network (size=300, nei=6) into a small-world network.
2. Do you need to rewire significant amount of connections to make the network small-world-like?
3. In the paper of [Watts and Strogatz (1998)](https://www-nature-com.proxy.library.uu.nl/articles/30918#Fig1), they pointed out that the value of *p* has two important implications:

*“The idealized construction above reveals the key role of short cuts. It suggests that the small-world phenomenon might be common in sparse networks with many vertices, as even a tiny fraction of short cuts would suffice.”*

*“Thus, infectious diseases are predicted to spread much more easily and quickly in a small world; the alarming and less obvious point is how few short cuts are needed to make the world small.”*

Use your own words to explain these two implications. For the second implication, connect it with the spread of COVID.

**Barabasi-Albert (BA) scale-free network**

The third architecture is to generate scale-free graphs according to the Barabasi-Albert model. This model is developed by a recursive algorithm. Two parameters are needed, the initial number of nodes (*n0*) and the total number of node (*N*). At the beginning, every initial node (the *n0* first nodes) knows the other ones, then, we create, one by one the other node. At the creation of a new node, this node is linked to an already existing node. The probability that the new node is linked to a certain node is proportional to the number of edges this node already has. In other word, the more links you have, the more likely new nodes will be linked to you.

This model is for any network respecting the idea of "rich get richer". The more friends one node has, the more likely the new nodes will be friend with him. This kind of model is relevant for internet network. For example, the more famous is the website, the more likely this website will be known by other websites.

You can easily generate a scale-free network for a given size:

g0 <- barabasi.game(100, power = 1, m = NULL, out.dist = NULL, out.seq = NULL, out.pref = FALSE, zero.appeal = 1, directed = FALSE,algorithm ="psumtree", start.graph = NULL)

plot(g0, vertex.label= NA, edge.arrow.size=0.02,vertex.size =5, main = "Scale-free network model, power=1")

Question 9 (3 points):

1. What does the power in the above function mean? How can it govern the structure of the network? (Hint: Change the value of power from 0.05, 0.5, 1, 1.5; See how the plot evolves; if you still fail to see the difference, visualize the vertex size according to the edge number, you can consider the code below.)
2. For two networks with a power of 0.5 and 1.5, respectively, what will be their resilience for 1) random attack, and 2) targeted attack? (the meanings of ‘random attack’ and ‘targeted attack’ are the same as what is mentioned in Lecture 6, scale-free network)

**Exercise three: Simulation of simple and complex contagion**

In this exercise, you will simulate the spread of simple and complex contagion in the Highschool network.

**The strength of weak ties in simple contagion**

For the Highschool network, identify five edges which after deletion, there will be significant gain of the average path lengths of the network. In other words, if such five edges did not exist, the average path length of the network would increase significant. Provide your answer in the format of A-B, in which A and B are the node ID. Are they weak ties or strong ties? (Question 10, 2 points)

To find out such edges, you can call the Highschool\_interactive\_layout function in Exercise 1 to visualize the network or use other nodal attributes that you think it is useful.

Simulate the spread of simple contagion in the Highschool network (Question 11, 6 points):

1. Build a simple independent cascade (IC) model with the following characteristics:

* Each node in the network has two statuses: infected (value=*1*) or healthy (value =*0*);
* At Day 0, all the nodes in the network are healthy;
* At Day 1, an infected node (*N0*, node ID= S5) is introduced to the network;
* At the following days, all the nodes connecting to an infected node will have a chance of 0.15 (*p*=0.15) being infected.
* Once infected, the node will remain contagious and infected until the end of simulation.
* Model the contagion process for 4 weeks.

1. Apply the IC model to the Highschool network, record the number of newly infected people by day (i.e., newly confirmed cases by day) for further analysis.

*(Please note that, due to the inherent randomness of the IC model, even though the contagion process starts from the same person, the final contagion outcome can be varied. Therefore, run your IC model 100 times and take the average results. If you still have questions, ask the teacher.* Submit the codes of this question along with your answer*).*

#You can develop your own code according to the model description in Q12; Here is one example to build an IC model function in R. If you decide to use the code below, you need to understand the function in order to get the output required by this question and the following questions.

stopifnot(require(data.table))

stopifnot(require(Matrix))

calculate\_value <- function(node, each\_neighbors,Pprob){

return(each\_neighbors[[node]][ which(runif(length(each\_neighbors[[node]]), 0, 1)<=Pprob)])

#'runif' is a function to generate random number in R

}

#This function:

#1) searches the neighbors of contagious node;

#2) To those who are connected to a contagious node, generates a random number and compare to the

#probability of p, if random number<p, this node will be infected and return the value of 1

IC<-function(node\_seed,network,Pprob){

#prepare input for the 'calculate\_value' function#

adj\_matrix <- igraph::as\_adjacency\_matrix(network, type = 'both')

each\_neighbors <- which(adj\_matrix > 0, arr.ind = TRUE)

each\_neighbors <- split(each\_neighbors[, 2], each\_neighbors[, 1]) #get the neigbhour list of each node

nNode<-vcount(network)

node\_status <- rep.int(0, nNode) #start from a healthy population

day\_infected<-vector()#Total number of infected population

new\_infected <- list() # Record the ID of person getting infected at each time step

day<-1

node\_status[as.numeric(node\_seed)] <- 1 # infected(value=1) health(value=0)

day\_infected[day] <- sum(node\_status )

new\_infected[[day]]<-node\_seed #The ID of the person infected in Day 1 (Patient Zero)

#simulate the spread of virus within 4 weeks##

for (day in c(2:28)){

ContagiousID<-which(node\_status == 1)

infectedID<-unlist(lapply(ContagiousID,calculate\_value,each\_neighbors,Pprob))

newinfectedID<- setdiff(infectedID, which(node\_status == 1))

#Update the node status and other variables

node\_status[newinfectedID] <- 1

day\_infected[day] <- length(newinfectedID)

new\_infected[[day]]<-newinfectedID

day=day+1

}

return(day\_infected) #return the number of newly infected people by day

#return(list(day\_infected,new\_infected)) #if you want to see the ID of infected ppl in each day, use this command instead

}

Now you are going to test the “strength of weak ties” in the simple contagion (Question 12, 6 points):

1. Delete the 5 edges that you have identified in Q11 from the Highschool network and form a new network (Highschool 2);
2. Delete 5 strong ties from the Highschool network and form a new network (Highschool 3);
3. Apply the IC models you developed in Q12 on the original Highschool network, Highschool2 and Highschool3. Record the number of newly infected people by day.
4. Generate a plot (with x-axis as Day, y-axis as the number of newly infected people by day) to compare the results from Step 3.
5. Recall the “strength of weak ties” from the lecture, do the results in Step 3&4 support such a claim and why?

The “strength of weak ties” concept highlights the importance of weak ties in social networks in case of simple contagion. It illuminates the fact that weak ties can spread information, disease, etc. to different social contexts. They enable individuals to access novel information, for example on job opportunity (LinkedIn example from the lecture), that is not present within one's immediate social circle. The results from Steps 3 and 4 confirm this observation -- *There are less new infections in the network in which certain weak ties were removed compared to the whole network and the network in which certain strong ties were removed. There are no significant differences between new infections in the whole network compared to the infections in the network with less strong ties.*

Question 13 (8 points): In the above exercises, the “strength of weak ties” are tested in a simplified IC model with a specific probability *p*. Do you think your observation in Q13 holds regardless of the contagiousness of the virus? To find out,

1. Play around the probability *p* in the IC model. Change the value of *p* to high and low ends, run the IC model again on Highschool, Highschool 2 and Highschool 3, and see if you will observe different things (2 points).
2. The above IC model is a simplified version of the SIR model. In the SIR model, node have three status: **S**, **I**, or **R**, (**S**usceptible, **I**nfectious, or **R**ecovered). Modify the IC model to a SIR model with the following characteristics:

* Each node in the network has three statuses: **S**usceptible, **I**nfectious, or **R**ecovered.
* At Day 0, all the nodes in the network are **S**usceptible;
* At Day 1, an infectious node (*N0*, node ID= S5) is introduced to the network;
* At the following days, all the nodes connecting to the infectious node will have a chance of 0.15 (*p*=0.15) being infected.
* Every infected node will remain infectious for 3 days, i.e., only the infected nodes activated from the past 3 days can transmit the virus to their neighbours. After that, their status becomes Recovered, which cannot be either Infectious or Susceptible again.
* Model the contagion process for 4 weeks.

After you build the SIR model, repeat the exercise of Q13 3)-5) on the SIR model, and check if the “strength of weak ties” still holds. (6 points)

Now you will build a threshold model to simulate the spread of “once-a-week-beef” campaign in Highschool network. Below is the model description:

* Each node in the network has two status: adopt the behaviour (value=*1*) or refuse to adopt (value =*0*);
* At Day 0, *no one* in the network adopts the behaviour;
* At Day 1, a group of enthusiastic people (seed nodes, *Ns*, Node ID={59,63,91,92,99}) in the network decided to take action and adopt their own behaviours (change the status value to 1);
* At the following days, for nodes who haven’t adopted ((value=*0*), they will check the status of their neighbours to decide to adopt or not:
* For example, for node *i*, it has a predefined threshold of *Ɵi*, as defined in the *r* file. And node *i* has *Ni* number of neighbours in the whole network.
* Among all the neighbours of Node *i*, if more than *Ni\* Ɵi* of them have adopted, node *i* will also adopt and change the status value to *1*.
* Once adopted, the status of this node will remain as *1* till the end.

An arbitrary assumption about the thresholds of each node in the Highschool network has been made, which can be found in the “Highschool\_network\_att.csv”. Build a threshold model according to the above model description and the predefined thresholds of each node, answer the following questions (Question 14, 5 points):

1. By seeding 5 nodes (ID=59,63,91,92,99), how many people in the network can be activated?
2. Use the “width of a bridge” from the lecture to explain why the contagion fails to reach the following two communities: a) the one consisted of Node 55, 107, 93, 109, 80, 28; b) the one consisted of Node 110, 39, 10, 1, 50, 106.

(Note: please submit the codes of this question along with your answer)

#You can develop your own code according to the model description in Q15; Here is one example to build a threshold model function in R. If you decide to use the code below, you need to understand the function in order to get the output required by this question and answer the following questions.

stopifnot(require(data.table))

stopifnot(require(Matrix))

calculate\_adoptedNei <- function(node, node\_status, each\_neighbors){

return(mean(node\_status[each\_neighbors[[node]]] == 1)) ### to calculate the percentage of adopted neigbhours

}

ThModel<-function(node\_seed,network,threshold){

#prepare input for the 'calculate\_value' function#

adj\_matrix <- igraph::as\_adjacency\_matrix(network, type = 'both')

each\_neighbors <- which(adj\_matrix > 0, arr.ind = TRUE)

each\_neighbors <- split(each\_neighbors[, 2], each\_neighbors[, 1]) #get the neigbhour list of each node

nNode<-vcount(network)

node\_status <- rep.int(0, nNode)

neighbour\_status<-rep.int(0, nNode) ##percentage of adopted neighbours

new\_infected <- list()

day\_total\_infected <- rep(0,28) ### Total number of active people by end of each day

### Day 1 ####

day <- 1

node\_status[as.numeric((node\_seed))] <- 1

new\_infected[[day]] <-node\_seed

day\_total\_infected[day]=sum(node\_status == 1)

####

for (day in c(2:28)){

NotAdopted <- which(node\_status == 0)

Adopted <- which(node\_status == 1)

neighbour\_status[NotAdopted] <- unlist(lapply(NotAdopted, calculate\_adoptedNei, node\_status, each\_neighbors))

new\_infected[[day]] <- setdiff(which(neighbour\_status > threshold), Adopted)

node\_status[new\_infected[[day]]] <- 1 #update the staus to 1 for those newly adopted

day\_total\_infected[day] <- sum(node\_status)

day <- day + 1

}

#return(day\_total\_infected)

return(list(day\_total\_infected,new\_infected))

}

Threshold model relies heavily on the notion of “threshold” in human decision-making. However, approximating the real thresholds of a population is difficult, if not impossible. Therefore, assumption about the threshold has to be made. In Question 15, the threshold distribution is decided arbitrarily, which follows a uniform distribution from 0 to 1. In the lecture, we did a small survey to ask for your threshold to join the “once-a-week-beef” campaign. It resulted in an empirical distribution of the threshold of students in this class. Question 15 (6 points) : Apply the empirical distribution of the threshold of students in this class to the Highschool network, and answer the following questions:

1. How are you going to do it? Explain your method into steps.
2. What are the limitations of your method? What procedures are you going to take to address such limitations?
3. After you apply the empirical threshold distribution to the Highschool network, by using Node ID=59,63,91,92,99 as seeds, how many people in the network can be activated?

Question 16 (3 points) : Search the application cases of threshold model from literatures or other online source, chose one case and explain how they can get the threshold “right” for their model. (please provide the details of the literature or other online source that you are citing.)

1. Applying Developmental Threshold Models to Evolutionary Ecology by Kathleen Donohue, Liana T. Burghardt, Daniel Runcie, Kent J. Bradford, and Johanna Schmitt - In this study Donohue et al. apply the threshold model to evolutionary ecology and show how these models can capture important dynamics in life cycle expression. The developmental threshold model, as mentioned in the title is defined as the following*: the accumulated amount of ‘developmental time’ required for a given developmental stage to allow a transition to the next developmental stage.* To get their threshold right the researchers conducted used a combination of experimental and observational data. They measured the developmental timing of plants across a range of environmental conditions and recorded the critical environmental cue at which plants switch from vegetative to reproductive growth. The authors then used statistical models to estimate the developmental threshold, defined as the minimum value of the environmental cue at which plants initiate reproductive growth. They also tested how the threshold value varies among different genotypes, populations, and environmental conditions. Finally, the authors used the estimated threshold values to model the fitness consequences of variation in developmental timing.

A threshold model of store choice.

Proposes a stochastic model of store choice behavior based on the concept of response thresholds. The model attempts to explain store choice directly in terms of the store image characteristics. Theoretical rationale and an estimation procedure supporting the model are discussed. An empirical investigation, undertaken in conjunction with a large record chain and involving 210 undergraduates, attempted to predict the record store choices of Ss in terms of the relevant store image characteristics. It was shown that Ss could be usefully segmented on the basis of self-reported importance of image characteristics. The model was shown to have acceptable validity in terms of predicting overall performance and dollar expenditures during the past year. (65 ref) (PsycINFO Database Record (c) 2016 APA, all rights reserved)

1. The idea of threshold is also widely applied in Malcolm Gladwell’s Bestseller book “The Tipping Point: How Little Things Can Make a Big Difference” (2000) in which the author analyzes the conditions in which the tipping point (which is the threshold) is reached and ideas become widespread.

**Exercise four: Influence maximization**

In the lecture, we discussed a few heuristics for the influence maximization problem in social network. Apply degree heuristics and betweenness heuristics to the IC model you have developed in Question 11 (! Please change the initially infected node to S107!). Answer the following questions (Question 17, 5 points):

1. You can immunize 3 nodes in the network, which after immunization, will never spread the virus to other connected nodes. According to degree heuristics and betweenness heuristics, which 3 nodes should be immunized in order to contain the virus?
2. Immunize the 3 nodes suggested by degree heuristics and betweenness heuristics, respectively, which heuristic provides the better outcome regarding a) the final activated number of people and b) flattening the daily infection curve (please provide figure in your answer)?
3. Do you think the observation in 2) (i.e., degree heuristic preforms better than betweenness heuristics, or the opposite) is sensitive to a) the network structure and b) parameter in the IC model? And Why?

(Important note: In Question 12, the initially infected node is S5. Please change it to S107 to answer Question 18. In other words, at Day 1, an infected node (N0, node ID= S107) is introduced to the network.)

In addition to heuristics, we also introduced the greedy algorithm in the lecture. Develop a greedy algorithm to the IC model you have developed in Question 11 (! Please change the initially infected node to S107!). Answer the following questions (Question 18, 5 points):

1. You can immunize 3 nodes in the network, which after immunization, will never spread the virus to other connected nodes. According greedy algorithm, which 3 nodes should be immunized in order to contain the virus?
2. Compared to the result from greedy algorithm to those from degree heuristic and betweenness heuristic. Regarding a) the final activated number of people and b) flattening the daily infection curve (please provide figure in your answer), does greedy algorithm provide the best result? And explain the reason.

(Important note: In Question 12, the initially infected node is S5. Please change it to S107 to answer Question 18. In other words, at Day 1, an infected node (N0, node ID= S107) is introduced to the network. Please submit the codes of this question along with your answer.)

Next you will study the influence maximization problem in the threshold model. Following below steps to answer Question 19 (8 points):

1. Use the threshold model for the “once-a-beef” campaign you build in Question 14, reset the seed nodes to a null set;
2. According to degree heuristics, which nodes should be included in the seed set in order to maximize the spread of the campaign? The size of seed set is 7, i.e., you can choose 7 nodes to activate to kick off the contagion process.
3. According to betweenness heuristics, which nodes should be included in the seed set in order to maximize the spread of the campaign? The size of seed set is 7, i.e., you can choose 7 nodes to activate to kick off the contagion process.
4. According to greedy algorithm, which nodes should be included in the seed set in order to maximize the spread of the campaign? The size of seed set is 7, i.e., you can choose 7 nodes to activate to kick off the contagion process.
5. Compared the results from degree heuristics, betweenness heuristics and greedy algorithm, which method provides the best outcome? Please show the results of three methods in a figure.

(Please submit the codes of this question along with your answer.)

Question 20 (7 points): You have compared the performance of degree heuristics, betweenness heuristics and greedy algorithm. Can you propose an even more efficient algorithm (i.e., achieve even higher diffusion rate with even less percentage of nodes using as seeds)? Answer this question by the following steps:

1. Description of your algorithm and the reason why you think it will be more effective;
2. Test your algorithm in the threshold model for the “once-a-beef” campaign used in Question 19; Comments on its effectiveness;
3. Test your algorithm in a large real-world network (e.g., n≥1000) using threshold model. For the larger network, you can choose one from the [database](https://snap.stanford.edu/data/), and make a subgraph from it (e.g., choose only 1000 nodes). Describe the network you choose, your setting about threshold, and comment on the effectiveness of your algorithm on this network.

(Note: The proposed algorithm does not need to excel in all the settings, but should outperform at least some of the existing heuristics or greedy algorithm in some scenarios. And please submit the codes of this question along with your answer.)

ChatGPT:

Review the lecture materials on the heuristics and greedy algorithm for influence maximization in social networks and the threshold model.

Modify the code you wrote for Question 11 and 14 to include the degree and betweenness heuristics and the greedy algorithm.

For each heuristic and the greedy algorithm, implement the algorithm to find the top k nodes to immunize/seeds to activate based on the heuristic score or algorithm output.

Run the simulation for each heuristic and the greedy algorithm using the IC or threshold model and compare the results in terms of the final activated number of people and flattening the daily infection curve. You can visualize the results using plots.

Develop your own algorithm for Question 20, based on your understanding of the problem and the insights gained from the previous questions. Implement the algorithm and compare the results with the other heuristics and the greedy algorithm.

Write up your answers to the questions, including the codes and plots generated, and submit them.

16, 15 3), 14 2)

15 1) do we need to transform the students?

Put answers in google doc, compare question 1